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Abstract: The pathways of diffusion of a CO molecule inside a myoglobin protein and toward the solvent
are investigated. Specifically, the three-dimensional potential of mean force (PMF or free energy) of the
CO molecule position inside the protein is calculated by using the single-sweep method in concert with
fully resolved atomistic simulations in explicit solvent. The results are interpreted under the assumption
that the diffusion of the ligand can be modeled as a navigation on the PMF in which the ligand hops between
the PMF local minima following the minimum free energy paths (MFEPs) with rates set by the free energy
barriers that need to be crossed. Here, all the local minima of the PMF, the MFEPs, and the barriers along
them are calculated. The positions of the local minima are in good agreement with all the known binding
cavities inside the protein, which indicates that these cavities may indeed serve as dynamical traps inside
the protein and thereby influence the binding process. In addition, the MFEPs connecting the local PMF
minima show a complicated network of possible pathways of exit of the dissociated CO starting from the
primary docking site, in which the histidine gate is the closest exit from the binding site for the ligand but
it is not the only possible one.

Introduction

Myoglobin (Mb) has been recognized as an ideal test case
for understanding how dynamical aspects of protein function
are related to its structure.1,2 Mb is a small globular protein
with well-known atomistic structuresit is the first protein whose
structure was resolved by X-ray diffraction3swhich is involved
in oxygen transport and storage in various animal species,
including humans. Mb binds small ligands such as O2, CO, and
NO at the iron atom located at the center of its active site, the
heme. What makes the dynamical aspects of this binding process
nontrivial is that the heme is buried in the protein interior, and
by observing the molecular surface, no clear pathway to it is
visible. This started a quest for the ligand route to (and from)
the binding site. To date, this route remains unknown in Mb as
well as other ligand-binding proteins.4,5 For many years, the
standard interpretation of the experimental results on Mb has
been that there is only one pathway for ligand escape toward

the solvent, via the so-called histidine gate located close to the
heme. However, pioneering molecular dynamics (MD) simula-
tion6 in which the motion of the CO molecule was artificially
accelerated showed that the ligand can diffuse in a nontrivial
way inside the protein, visiting several hydrophobic cavities
before finding its way to the solvent. These cavities are named
Xe1-Xe4 (see Figure 1), since they were found to be xenon
binding sites in a Xe-bound Mb study.7 Years later, ground-
breaking experiments determined the structure of Mb at different
times after photolysis of CO, finding indeed the ligand molecule
in some of these cavities.8-10 Such results led to the idea that
the existence of multiple cavities or packing defects inside the
protein must play a functional role in the kinetics of ligand
binding.11,12 For instance, it has been speculated that the cavities
could affect the rate of ligand delivery by trapping it
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transiently11,13 and influence its binding affinity by acting as a
storage facility for ligand molecules, thereby increasing their
concentration.14 Understanding the exact role of these packing
defects is further complicated by the fact that they are not static
structural features. Indeed, it has been observed in MD
simulations15,16 and experiments17 that their sizes can vary over
time. To settle these questions, it is important to locate the
cavities inside Mb and map the paths connecting them with
accuracy. Indeed, xenon-based experiments have raised concern
on the extent to which the molecular structure under study is
altered, as discussed in ref 18. These experiments are also likely
to miss cavities that could accommodate smaller ligands than
xenon itself, and they give little information about the possible
paths connecting the cavities.

Computational techniques can help here. MD simulations,
in particular, offer a way to investigate the pathways followed
by the ligand which is more detailed than the one accessible
via experiments. There is a difficulty, however, namely, that
the time scales of ligand diffusion inside the protein go from
tens to thousands of nanoseconds. Reaching such time scales
is still a challenge for standard MD simulations. Only recently,
few studies were able to produce trajectories following the
diffusion of ligands on long time scales using extensive
computations19,20 and/or simplifying modeling assumptions.5,15

Unfortunately, in the case of Mb, even the most extensive brute-
force MD simulations to date done in ref 20, where about 7 µs
of cumulative simulation time was generated, likely do not have
enough statistics for accurate quantitative estimation of relevant
observables.

In view of these difficulties, a valuable alternative to standard
MD simulations is potential of mean force (PMF), or free
energy, calculations.21,22 Given a set of collective variables,
which are some specific functions of the coordinates of the
system under study, the PMF is by definition proportional to
the logarithm of the equilibrium probability density function
of these variables. Therefore, the PMF gives insight about the
important states in the space of the collective variables by
identifying those that are more likely to be populated and their
relative lifetimes. If, in addition, the collective variables describe
properly the reactive event (in the sense made precise in refs
23-25), then the PMF also gives information about the kinetics
of the process. Indeed, the dynamics of the reaction can then

be reduced to a continuous-time Markov chain, i.e., a random
walk on a graph whose states are the local PMF minima, whose
edges are the minimum free energy paths (MFEPs) connecting
them, and in which the PMF barriers between states along the
edges determine the transition rates between these states.

In this study, we investigate the process of CO diffusion in
the Mb interior and toward the solvent at room temperature,
using a fully atomistic model. We calculate the PMF landscape
using the coordinates of the ligand molecule as collective
variables, identify all possible metastable states as minima on
this PMF, and compute the MFEPs connecting them. The
MFEPs and the free energy barriers among them give informa-
tion about the kinetics of the CO diffusion process from the
binding site toward the solvent, under the assumption that
the process can be described as the dynamical evolution of the
ligand molecule on its PMF. As we will see a posteriori, this
assumption is reasonable.

To compute the three-dimensional PMF map of the CO
location inside Mb, we apply the single-sweep method intro-
duced in ref 29 (see also refs 22, 30, and 31). In this method,
the PMF landscape of a set of collective variables is first quickly
explored by using the temperature-accelerated molecular dy-
namics (TAMD) technique.32 Then it is efficiently reconstructed
globally from a set of local calculations of its gradient at points
chosen along the accelerated trajectory. Once the PMF is
calculated, we compute MFEPs on this landscape with the string
method25,33,34 and thereby identify the CO migration paths. Our
results show a network of possible pathways for the dissociated
CO from its starting location in the cavity right above the heme
(the distal pocket, DP) toward the Mb interior and the solvent.
These paths connect the xenon cavities and a few more smaller
cavities that were found also in recent studies. The shortest of
these paths can be associated with the histidine gate and is also
the only one without intermediate minima. We also find other
possible gates for the CO to exit/enter Mb which are located
far from the heme.

The idea of mapping a PMF to explore CO diffusion in Mb
has been exploited before. Although standard PMF calculation
methods such as umbrella sampling35 are still too costly for
the time and space scale of the process,36 recently an interesting
ad hoc method was developed in ref 37 in which the presence
of the ligand is treated as a perturbation to the dynamics of the
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protein. To make the calculation feasible, however, electrostatic
interactions between the ligand and the protein had to be
neglected. In another study,38 the PMF was obtained from a
long metadynamics39 trajectory. With respect to these tech-
niques, the single-sweep method has the advantage that it keeps
the PMF exploration and its reconstruction separate and bases
the reconstruction not on direct sampling of the PMF but rather
on interpolation from the mean forces computed locally. This
is especially suitable in problems such as CO escape from Mb,
where the volume of the product state is so large that it is too
demanding to wait for the ligand to come back to the reactant,
as is in principle needed in sampling strategies. In addition, the
single-sweep method is based on a set of completely independent
simulations that can be trivially distributed over multiple
processing nodes. These features make the single-sweep method
efficient enough to be used in conjunction with fully atomistic
models in explicit solvent as we do here.

Theory: Potential of Mean Force Reconstruction with
the Single-Sweep Method

The single-sweep method involves three stages. First, a
TAMD32 simulation is performed to explore the unknown PMF
landscape in some collective variables. Second, the mean force
is computed locally at points chosen along this trajectory. Third,
the PMF is reconstructed globally from these mean forces, using
a variational procedure and a representation in terms of radial
basis functions (RBFs). Most of the computational effort of the
method is required at the stage of mean force calculations.
However, since these calculations are completely independent
of each other, they can be easily distributed on multiple
processing nodes.

The three stages of the single-sweep method are briefly
summarized below. For more detailed discussions, we refer the
interested reader to refs 22, 29, and 32. We consider a molecular
system with n degrees of freedom whose position in configu-
ration space Ω ⊆ Rn will be denoted by x. We also introduce
a set of N collective variables θ(x) ) (θ1(x), ..., θN(x)), functions
of the coordinates x (typical choices are distances, angles, or
coordination numbers). If V(x) denotes the potential energy of
the system and 1/� ) kBT, where kB is the Boltzmann constant
and T the system’s temperature, the PMF A(z) in the variables
θ(x) is defined as

where z ∈ RN. Equivalently, the probability density function
(PDF) of the variables θ(x) is, up to a proportionality constant,
e-�A(z). A quantity that will have an important role in what
follows is the negative gradient of the PMF, the mean force
f(z) ) -∇zA(z). At variance with the PMF, this is a quantity
which can be computed locally at point z via calculation of an
expectation.40,41

TAMD for Exploring the Unknown PMF Surface. TAMD
was introduced in ref 32 as a method to efficiently explore the
PMF landscape of a set of collective variables. The starting point
is to consider an extended system where the z variables are taken

as dynamical ones, coupled to the original ones via the extended
potential Uκ(x, z) ) V(x) + 1/2κ|θ(x) - z|2, where κ > 0 is an
adjustable parameter. The extended system is evolved according
to

where m is the mass matrix of the original system and η(t) is
a Gaussian process with mean 0 and covariance 〈ηR (t) ηR′(t′)〉
) δRR′ δ(t -t′). The evolution equation for z(t) in eq 2 involves
a friction coefficient γ > 0 and an artificial temperature 1/�j (*1/
�). It was shown in ref 32 that, by adjusting the parameter κ so
that z(t) ≈ θ(x(t)), and the friction coefficient γ so that z moves
slower than x, one can generate a trajectory z(t) which effectively
moves at the artificial temperature 1/�j on the PMF computed
at the physical temperature 1/�. Then, by taking 1/�j > 1/�, the
z(t) trajectory will visit rapidly the relevant regions of the z-space
where the PMF is within 1/�j of its minimum, even when these
regions are separated by barriers which the physical system
would take a long time to cross at the physical temperature 1/�.
In other words, eq 2 can be used to rapidly sweep through
z-space.

Mean Force Calculations. Along the accelerated z(t) trajec-
tory, we select a set of points (also called centers) at which to
compute the mean force. A possible, but not unique, way of
doing this is to start with z1 ) z(0) and then deposit a new
center zk along z(t) each time z(t) reaches a point which is more
than a prescribed distance d away from all the previous centers.
To compute the mean forces fk, at each of the centers zk we
launch a simulation of eq 2 with z(t) ) zk fixed and compute

The calculation of each one of these time averages is indepen-
dent of all the others. For this reason, they can be trivially
distributed on computing clusters. Equation 3 has the advantage
of being simple, but it introduces an error due to the finiteness
of κ. This error can be eliminated by using constrained
simulations and using the blue-moon estimator for the mean
force.40,41

Free Energy Representation via RBFs. Once the centers
z1, ..., zK have been deposited and the estimates f1, ..., fK of the
mean force at these centers have been obtained, we use these
data to reconstruct the PMF A(z) globally by using an RBF
representation for A(z) with centers at z1, ..., zK:42,43

where C is a constant used to adjust the overall height of A(z)
but is otherwise irrelevant, |...| denotes the Euclidean norm in
RN, and �σ(u) is an RBF with shape parameter σ; a convenient
choice is to use the Gaussian packet �σ(u) ) exp(-u2/2σ2),
though other RBFs can be used as well.29 In eq 4, the heights
ak and the RBF width σ > 0 are adjustable parameters which
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A(z) ) -�-1 log ∫Ω
e-�V(x) δ(θ(x) - z) dx (1)

{mẍ ) -∇xV(x) - κ ∑
R)1

N

(θR(x) - zR)∇xθR(x)

+ thermostat terms at �-1

γż ) κ(θ(x) - z) + √2γ�̄-1η(t)

(2)

fk )
1
T ∫0

T
κ(θ(x(t)) - zk) dt (3)

A(z) ) ∑
k)1

K

ak�σ(|z - zk|) + C (4)
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we determine by minimizing over ak and σ the following
objective function, which measures the discrepancy between the
negative gradient of eq 4 at the centers zk and -∇zA(zk) )
-∑k′)1

K ak′∇z�σ(|zk - zk′|) and the mean force fk estimated at these
centers:

The minimization of E(a,σ) in eq 5 can be performed as
follows. For fixed σ, the ak* minimizing E(a,σ) solve a linear
algebraic system whose coefficients have explicit expressions
in terms of ∇z�σ(|zk - zk′|) and fk. The parameter σ can then be
determined by minimizing E(a*(σ),σ). Overall, the procedure
is simple and inexpensive since the determination of ak* at fixed
σ is straightforward and cheap and can be easily repeated to
perform the one-dimensional minimization over σ. The relative
residual of eq 5 at the minimum also gives an estimate of the
accuracy of the result.

The RBF representation in eq 4 appears as a natural and
convenient choice for the PMF for several reasons. First, in these
representations the centers zk do not have to lie on a regular
grid, which permits use of mean force data sparsely collected.
Second, RBFs can be used in any dimension. Third, these
representations have very good convergence properties; i.e., a
small number of centers gives an accurate representation of A(z).

Computational Methods

Simulation Setup. The initial coordinates for the protein were
obtained from the crystallographic data of sperm whale myoglobin
(PDB code 2MB5).44 A configuration of the protein equilibrated
in water was taken from previous work.45 All hydrogen atoms were
explicitly included, and histidines 24, 64, and 93 were single-
protonated at Nδ. All water molecules were removed, and the protein
was rotated so as to align the eigenvectors of the mass-weighted
covariance matrix with the Cartesian frame. This orientation was
kept fixed during all simulations via the implementation of
holonomic constraints (see the next section for the motivation and
the Supporting Information for details on the constraint). A
rectangular simulation cell was built around the molecule and filled
with water by using a pre-equilibrated water configuration as the
building block. Water molecules whose atoms were within 1.8 Å
distance from any protein atom were removed, and nine of them
were replaced with chlorine ions to ensure neutrality of the box.
No water molecule was inserted inside the protein. The final size
of the system is 20 357 atoms (1 Mb molecule, 1 CO molecule,
5941 water molecules, and 9 ions). All MD simulations were
performed using the DL-PROTEIN package,46 a modified version
of DL-POLY.47 The CHARMM22 force field has been used,48 with
the TIP3P model for the water molecules.49 Periodic boundary
conditions were used,50 and van der Waals interactions were cut
off beyond a distance of 9 Å. Electrostatic interactions were
calculated with the Ewald sums using the SPME method;51 the
direct sum cutoff was 9 Å, the Ewald R parameter was set to 0.358,

and 8 order cubic splines were used for interpolation on a grid of
643 points. All chemical bonds were kept fixed by using the SHAKE
algorithm.52 The equations of motion were integrated with the
velocity Verlet scheme,50 with a time step of 1 fs. The system was
equilibrated at 300 K over 200 ps at constant pressure (P ) 1 bar)
and temperature (T ) 300 K) by using the Nosé-Hoover tech-
nique,53 with coupling constants 0.4 and 5 ps for the thermostat
and the barostat, respectively.

In this work, we model CO dissociation as done in previous
computational studies.15,19,20,26-28 The associated and dissociated
states are described by two different potential forms. The switch
from the first to the second is realized instantaneously and
permanently. The system is not allowed to reassociate. Thus, given
a configuration extracted from the equilibration simulation of the
associated system, we delete the C-Fe bond, and we change the
potential energy for the heme internal interactions from carboxy
to deoxy. The parameters required to describe the heme-CO
interactions and configuration in the deoxy state were taken from
the literature.27

The system in the deoxy state was equilibrated at 300 K over
250 ps at constant pressure (P ) 1 bar) and temperature (T ) 300
K) by using the Nosé-Hoover technique,53 with coupling constants
0.4 and 5 ps for the thermostat and the barostat, respectively. During
this trajectory, the CO molecule never left the DP. After this stage
of equilibration, we started the TAMD simulations.

TAMD Simulations. We picked as collective variables the
Cartesian coordinates of the center of mass of the CO molecule.
The advantage of such variables is that they are very simple, and
their PMF map can be readily superposed on the atomic structure
of the molecule for visualization. On the other hand, they are not
invariant with respect to rigid rotations and translations of the Mb
molecule that might possibly occur. For this reason, all calculations
presented here were performed at fixed orientation and center of
mass of the protein. This condition was realized via the definition
and implementation of a holonomic constraint (details are reported
in the Supporting Information).

Once the CO molecule reaches the solvent, the probability that
it re-enters Mb is low. Hence, to obtain an extensive exploration
of the Mb interior, we performed different, independent TAMD
simulations, which we stopped when the CO was in the solvent.
About 10 independent TAMD trajectories were performed. We
stress again that the TAMD simulations are used here for the
purpose of quick exploration, and not sampling, of the PMF surface.
All trajectories started with the same configuration, but with
different momenta (and different noise in the collective variables’
equations of motion). The parameters in all TAMD calculations
were κ ) 200 kcal/(mol Å2) and γ-1 ) 0.004 ps. The Nosé-Hoover
equations for the NVT ensemble54-56 were used for the coordinates
and momenta of Mb and water molecules, with time step ∆t ) 1
fs, and coupling term with the thermostat τ ) 0.4 ps. Other
simulation settings were as described in the section “Simulation
Setup”. To check that the accelerated motion of the CO molecule
does not alter the structure of the protein, we monitored the root
mean square displacement (rmsd) of Mb backbone atoms from the
starting configurations, which was around 1 Å for all trajectories,
never exceeding 1.5 Å.

In all TAMD simulations the CO molecule migrated from
the distal pocket to the protein interior and then into the solvent.
The length of the TAMD trajectories before exit was always on
the order of 100 ps, while only two reached 200 ps. During its
migration inside the protein, the ligand visited all of the xenon
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E(a, σ) ) ∑
k)1

K | ∑
k′)1

K

ak'∇z�σ(|zk - zk'|) + fk|2 (5)
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cavities and a few more cavities also found in recent studies.15,17,37

In two of the simulations, the ligand exited to the solvent directly
from the distal pocket, passing close to histidine 64 (H64), i.e.,
through the so-called histidine gate.

Mean Force Calculations and PMF Reconstruction. By
joining together all the TAMD trajectories, we obtained a list of
values for the CO center of mass coordinates inside Mb. To
reconstruct the PMF map, a set of values for the mean forces is
needed, for example, computed at centers extracted from the list.
As already done in previous studies,29-31 we used a distance
criterion to choose the centers; i.e., we took z1 as the first element
in the list and then ran along the list and extracted a new center
each time an element was more than a prescribed distance d away
from all the previous centers. By setting d ) 2.5 Å, we obtained
239 centers. Figure 1 shows as red spheres the locations inside Mb
of the 239 centers; the protein backbone is represented as ribbons,
the heme residue is represented as sticks, and the locations of the
xenon binding cavities are represented as yellow spheres. This and
all other images in the paper were produced using the VMD
program.57

Mean forces were computed at these centers by simulating eq 2
with z(t) ) zk fixed and κ ) 200 kcal/(mol Å2) and using eq 3. All
other simulation settings were as described in the section “TAMD
Simulations”. Each mean force calculation lasted 500 ps, at which
length we observed convergence of the mean forces and of the PMF
barriers after reconstruction. The cumulative simulation time is
hence 120 ns, although we stress again that, all mean force
calculations being independent of each other, they were distributed
on different processing nodes. The PMF reconstruction was
performed using Gaussian RBFs. The value of the optimal σ was
2.97 Å, at which the relative residual, defined as [E(a,σ)/Σk|fk|2]1/2,
is 0.64.

MFEPs as Ligand Migration Paths. Once the PMF surface is
known, pathways for CO diffusion inside Mb are identified as
MFEPs on the surface.25 An MFEP is defined as the curve whose
tangent is always parallel to M∇A(z), where M is a metric tensor25

which, for the case of linear collective variables chosen here, is
constant and diagonal. Hence, in the present case, the MFEPs
coincide with the steepest descent paths from saddle points on the
PMF surface. Since we have obtained an analytical approximation
of this surface, such paths can be efficiently computed with the
zero temperature string (ZTS) method.33,34 Given an initial guess

for a curve on the PMF surface, the ZTS method finds the closest
MFEP by moving a discrete set of points on the curve by steepest
descent on the PMF landscape, at the same time keeping the points
at constant distance from each other. The procedure requires the
first derivatives of the underlying PMF surface, which can be easily
obtained from eq 4, with the optimal ak set and σ determined by
the minimization procedure. Note that no more MD calculations
are required at this stage.

Results and Discussion

PMF Map for CO Diffusion in Mb. Figure 2 shows four
isosurfaces of the three-dimensional PMF map as obtained from
our calculations. For illustrative purposes, we superpose the
isosurfaces on a representative structure of Mb, extracted from
one of our mean force simulations, and hence aligned consis-
tently with the PMF map. A movie with a 360° view of the
map at different energy levels (from 0.5 to 10 kcal/mol) is
available online as a Web-enhanced object. The global minimum
of the map is in correspondence with the Xe4 cavity. Energy
levels in Figure 2 are, from left to right and top to bottom, 1.5,
3.5, 5.5, and 8.5 kcal/mol with respect to the global minimum.
The overall shape of the isosurfaces of our map is in good
qualitative agreement with similar maps computed in refs 37
and 38 and with the dissociated CO trajectories computed in
refs 6, 15, 19, and 20.

Other local minima are in the DP and in the Xe1, Xe2, and
Xe3 cavities. The energy of the DP minimum is 0.65 kcal/mol
higher than that of Xe4. Xe1 and Xe3 are almost at the same
energy as the DP, and Xe2 is 1.75 kcal/mol higher than Xe4.
To check the quality of our reconstruction in the DP, we ran an
unbiased simulation of the dissociated Mb:CO system with the
CO in the distal pocket, with all simulation settings as described
in the section “Simulation Setup”. After about 2 ns, the
distributions of the CO center of mass coordinates are mono-
modal, with peaks at x ) 6.25, y ) 2.08, and z ) -0.49, to be
compared with the location of the local minimum in the DP of
the PMF map, x ) 7.85, y ) 1.86, z ) 0.04.

(57) Humphrey, W.; Dalke, A.; Schulten, K. J. Mol. Graphics 1996, 14,
33–38.

Figure 1. Set of 239 positions of the CO center of mass (red spheres)
inside Mb, obtained from TAMD simulations, and used as locations to
compute the mean forces. The protein’s backbone is represented as ribbons,
the heme residue is represented as sticks, and the locations of the xenon
cavities are represented as yellow spheres. Figure 2. Four isosurfaces of the three-dimensional PMF map of the CO

center of mass inside Mb, superposed on the protein structure. Energy levels
are, from left to right and top to bottom, 1.5, 3.5, 5.5, and 8.5 kcal/mol
with respect to the global minimum in the Xe4 cavity. The protein’s
backbone is represented as ribbons, the heme residue is represented as sticks,
and the locations of the xenon binding cavities are represented as yellow
spheres.
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The locations of the minima in our map well correlate with
results from previous experimental and theoretical work. Indeed,
the CO molecule was found in the Xe1 cavity by time-resolved
crystallography, in native Mb, in the pioneering study of ref 8
and in the L29W Mb mutant in ref 9. Other crystallographic
studies of the photolyzed L29W10 mutant found the CO trapped
in the Xe4 site. In a more recent study on Mb crystals at low
temperature17 the CO was found to populate, at different times
after photolysis, all xenon binding cavities. Previous theoretical
studies also found CO PMF minima (or density peaks) in xenon
cavities and the DP.6,15,19,20,28,37,38,58,59

In addition to the xenon binding sites and DP, our map shows
other features that are similar to those obtained in other
computational studies.15,20,37 In particular, we observe two local
minima above Xe3 that are located in correspondence to cavities
visited by the dissociated CO trajectory in refs 15 and 20 (they
were called Ph1 and Ph2 in ref 15) and were also present in the
map of ref 37. The ring-shaped structure above Xe3 is very
similar to that obtained in ref 37. The shape of the isosurfaces
in the DP region matches the plot of the positions occupied by
dissociated CO in the extensive simulations of ref 20, where
the ligand also visited the largest of the two minima we find
in the proximity of the heme, close to the protein surface.
Finally, the region above Xe4 toward the solvent was visited
by the dissociated trajectories in refs 15, 19, and 20.

Pathways of CO Migration inside Mb. To accurately locate
pathways and compute energy barriers for CO migration inside
Mb, we use the string method to calculate MFEPs (i.e., the
curves whose tangent is always parallel to ∇A(z), see the section
“MFEPs as Ligand Migration Paths”) on the reconstructed PMF
surface. These MFEPs are identified as migration pathways for
CO inside Mb. Figure 3 shows our results. MFEPs are shown

as yellow curves. Two isosurfaces of the PMF map are
represented (red, 2 kcal/mol; blue, 5 kcal/mol; with respect to
Xe4). White and black spheres represent, respectively, the
locations of energy barriers and local minima along the
pathways. Starting from the DP, a network of possible pathways
is accessible to the dissociated CO molecule. The locations of
the pathways we found is in excellent agreement with previous
studies. In the massive simulations of dissociated CO in ref 20,
nine different gates were identified for the ligand to exit/enter
Mb. Each one of these gates is connected with one of our
pathways. Moreover, most of the trajectories followed by the
CO molecules in ref 20 are along some of our pathways.

On the experimental side, many of the residues that were
found by random mutagenesis60 to affect the ligand-binding
kinetics lie along our paths. In particular, all of the energy
barriers we find are close to at least one of the residues identified
in ref 60. This result, as already observed in refs 37 and 20, is
an important step toward a more atomistically based interpreta-
tion of the mutagenesis results. The largest cluster of such
residues is around the DP, where indeed we observe three
different possible escape routes toward the solvent, all of them
in proximity of at least one of the kinetically relevant residues.
Among these paths is the one toward the so-called histidine
gate, which for many years has been considered the only one
possible for CO to enter/exit Mb.61 From our results, this is the
shortest path connecting the DP and the solvent. It is also the
only direct one, i.e., without intermediate minima along it. This
might reflect the importance of this path in the escape process.
Figure 4 shows a detailed view of the histidine gate path from
our calculations. The yellow curve is the MFEP. In orange, we
show the position of the H64 side chain in the crystal of Mb
with CO bound, while in blue we show its position as we find
it in the dissociated system configurations. It can be seen that,
in the deoxy Mb configuration, the rotation of the side chain
toward the solvent creates room for the pathway, opening the
gate. This same mechanism has been proposed by several
authors.61,62

It is important to compare the different PMF barriers that
the CO molecule has to cross when moving along the paths.
Figure 5 shows again the migration pathways of Figure 3, this
time colored according to the value of the PMF along them.
Energy barriers and local minima are represented as spheres,

(58) Kiyota, Y.; Hiraoka, R.; Yoshida, N.; Maruyama, Y.; Imai, T.; Hirata,
F. J. Am. Chem. Soc. 2009, 131, 3852–3853.

(59) Nutt, D. R.; Meuwly, M. Proc. Natl. Acad. Sci. U.S.A. 2004, 101,
5998–6002.

(60) Huang, X.; Boxer, S. G. Nat. Struct. Biol. 1994, 1, 226–229.
(61) Scott, E. E.; Gibson, Q. H.; Olson, J. S. J. Biol. Chem. 2001, 276,

5177–5188.
(62) Perutz, M. F. Trends Biochem. Sci. 1989, 14, 42–44.

Figure 3. CO migration pathways inside Mb. The yellow curves are MFEPs
computed with the string method on the CO PMF map and identify possible
CO routes. Two isosurfaces of the PMF map are shown (red, 2.0 kcal/mol;
blue, 5.0 kcal/mol; with respect to Xe4). The white and black spheres
represent, respectively, the locations of the energy barriers and the local
minima along the pathways. The yellow arrows represent the locations of
the CO exits to the solvent as observed in the TAMD simulations. The
protein’s backbone is represented as ribbons and the heme as sticks.

Figure 4. Illustration of the histidine gate as results from our calculations.
The yellow curve is the MFEP. Orange and blue sticks represent,
respectively, the side chain of H64 in the crystal of Mb with CO bound
and in a deoxy-Mb configuration from our simulations.
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also colored according to their value. A movie with a 360° view
of Figure 5 is available online as a Web-enhanced object. The
values of some of the barriers are also reported in Table 1. A
full list of energy values for barriers and minima is reported in
the Supporting Information.

It can be seen that, starting from the DP, the CO has several
possible routes. The path to the histidine gate involves a barrier
of 6.7 kcal/mol. The energy barrier along the path connecting
the DP to Xe4 is 4.5 and 5.1 kcal/mol, starting from DP and
Xe4, respectively, close to what was found by Cohen et al.,37

who measured for the same barriers 3.5 and 4.5 kcal/mol,
respectively. From our results, once the ligand migrates from
the DP to Xe4, it can take several possible paths. One of these
brings it to Xe1, where fewer paths are available and the ligand
should reside for longer times. This is in qualitative agreement
with experimental results where the lifetime of the signal
associated with the ligand in Xe1 is found to be longer than
that in Xe4.9,63

By looking at the full network of paths, barriers, and minima
in Figure 5, we can speculate not only on the mechanism of
CO migration inside Mb, but also on the possible gates toward
the solvent. Indeed, there is still debate on whether in physi-
ological conditions the ligand exits to the solvent from the DP
only, or also from sites far from the heme. Kinetic models used
to interpret experimental data are based on the definition of
different “states” according to whether the ligand is in the
solvent, in the DP, or inside one of the cavities.63 Although the

presence of hydrophobic cavities inside Mb has been known
for a long time,7 only recently experimental evidence was
collected for exit pathways involving them.17,63 Such possible
routes were suggested already in the pioneering simulations of
Elber and Karplus6 and confirmed in more recent detailed
simulation studies.20,37 Our results also support this view.
Indeed, we find that from each xenon cavity there is a possible
route toward the solvent. To reach the farthest cavities from
the DP, the ligand has to find a way through the network of
paths, crossing multiple barriers. This will slow the diffusion
process and can possibly explain the diffuse ligand density that
makes it difficult to identify the CO in cavities far from the DP
in photolysis experiments at room temperature.

A few of the centers used in the region of the histidine gate
were obtained from the TAMD trajectory after it exits the Mb
protein. As a result we can infer the free energy of CO in the
solvent from the value of the free energy at these points. This
free energy is about 9 kcal/mol, i.e., almost 8.5 above the value
of the energy in the DP, which is not unreasonable. In particular,
it is very close to the barrier from the DP to the solvent via the
histidine gate found by Cohen et al.37 (7.5 kcal/mol). Interest-
ingly, from our results the free energy barrier from the DP
toward Xe4 is lower than the one toward the solvent, also in
agreement with ref 37. This implies that, starting from the DP,
the diffusion of CO toward the interior of the protein is more
likely than its direct exit to the solvent from the histidine gate.
This finding confirms the importance of the cavities in the
process of CO release and binding by Mb. A precise quantifica-
tion of the rate of exit from Mb to the solvent along the network
of pathways found here will be the subject of future work, using
methods developed by some of us.64,65

Concluding Remarks

The process of CO diffusion in myoglobin at room temper-
ature was investigated by reconstructing, via the single-sweep
method and fully atomistic MD simulations, a three-dimensional
PMF landscape for the ligand position inside the molecule. This
landscape shows minima in correspondence with the DP and
xenon cavities and in other pockets more recently observed in
other studies.15,37 We have also computed the MFEPs on this
landscape, which give the possible migration paths of CO inside
the protein and toward the solvent and permit estimation of the
energy barriers involved in this diffusion process. Our results,
in line with previous experimental and theoretical findings, show
that a network of possible pathways is accessible to the
dissociated ligand in the protein interior. Furthermore, we find
that from each internal cavity there is a possible gate toward
the solvent. Among the paths connecting the DP and the solvent,
the one going through the histidine gate is the shortest and the
only direct one, i.e., without intermediate minima along it. This
might reflect its importance in the ligand escape/entering
process.

The basic assumption of our work is that the CO diffusion
process inside myoglobin can be described as the navigation of
the ligand molecule over its free energy landscape, which
accounts via thermal averages for the influence of the protein
molecules as well as the solvent. In this picture, we rely on the
calculation of a few statistical quantities needed to explain the
mechanism of CO diffusion, rather than simple observation of

(63) Nishihara, Y.; Sakakura, M.; Kimura, Y.; Terazima, M. J. Am. Chem.
Soc. 2004, 126, 11877–11888.

(64) Vanden-Eijnden, E.; Venturoli, M.; Ciccotti, G.; Elber, R. J. Chem.
Phys. 2008, 129, 174102.

(65) Vanden-Eijnden, E.; Venturoli, M. J. Chem. Phys. 2009, 19, 194101.

Figure 5. CO migration pathways inside Mb, colored according to the
value of the PMF along them (kcal/mol). The Xe4 minimum is taken as
the zero of the energy. Local minima and energy barriers along the paths
are represented as spheres. Yellow arrows represent the locations of CO
exits to the solvent as observed in the TAMD simulations. The protein’s
backbone is represented as ribbons and the heme as sticks. The isosurface
at 2 kcal/mol is also shown in arbitrary color.

Table 1. Free Energy Barriers (kcal/mol) between Pairs of Minima

(DP, HG)a (DP, Xe4) (Xe4, Xe2) (Xe2, Xe1) (Xe2, Xe3)

∆A1
b 6.7 4.5 5.3 0.2 2.7

∆A2 0.1 5.1 3.5 1.3 3.9

a Histidine gate (HG) path. DP stands for distal pocket. b ∆A1,2 are
values measured from the first and second minima of each pair,
respectively.
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a few escape trajectories. This type of approach is not only
cheaper computationally, but also potentially more precise since
it permits averaging of the features of the process that are
deemed not interesting and focus on its essential aspects. We
believe that it opens the way to investigate gaseous diffusion
in more complex, larger enzymes, with a number of cavities
and pathways larger than those of myoglobin,4,5 or other
processes of biological interest, such as enzyme-substrate
interactions or conformational transitions in larger proteins,
relying upon state-of-the-art, fully atomistic MD simulations,
but with an accessible computational effort. It also opens the
way to generalizations in which we would include in the PMF
selected residues,66 or bound water molecules,67,68 or even some
information about the solvent distribution.69 In this case
collective variables associated with these other degrees of
freedom should be considered jointly with the CO coordinates.

If the number of these additional collective variables is large,
it will not be possible to reconstruct their free energy landscape
globally, as we do here, but MFEPs on this landscape can still
be calculated using pathway optimization algorithms in high
dimensions such as the string method.25,70
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